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Continuum removal is vital in hyperspectral image
analysis. It enables data to be used for any applica-
tion and usually requires approximations or assump-
tions to be made. One of these approximations is
related to the calculation of the spectra of the back-
ground’s blackbody temperature. Here, we present a
new method to calculate the continuum removal pro-
cess. The proposed method eliminates the calcula-
tion for ground-based hyperspectral infrared imagery
by applying two acquisition sets before and after us-
ing the heating source. The approach involves a lab-
oratory experiment on a long-wave infrared (7.7µm
to 11.8µm - LWIR), with a LWIR-macro lens, an In-
fragold plate and a heating source. To calculate the
continuum removal process, the approach applies non-
negative matrix factorization (NMF) to extract Rank-1
NMF, estimate the downwelling radiance and compare
it with that of other conventional methods. NMF uses
gradient-descent-based rules (GD) and non-negative
least squares (NNLS) optimization algorithms to ob-
tain Rank-1 NMF. A comparative analysis is performed
with 1%˘20% additive noise for all algorithms by using
the spectral angle mapper and normalized cross correla-
tion (NCC). Results reveal the promising performance
of NMF-GD (average of 72.5% similarity percentage us-
ing NCC) and NMF-NNLS (average of 77.6% similarity
percentage using NCC).
© 2018 Optical Society of America
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1. INTRODUCTION

Hyperspectral infrared imagery has been used in re-
mote sensing and airborne imaging in the past three
decades. Apart from optical and thermographic
equipment improvements, the process and data min-
ing developments in this field have also displayed
remarkable growth and have been adopted in vari-
ous applications, such as target detection [2, 3], avi-
ation [4], spectral unmixing [5] and geology [6–9].
An important element in successful data analysis is
proper spectral information retrieval, that is, con-
tinuum removal (CR), at the beginning of the anal-
ysis. A continuum in hyperspectral infrared im-
agery is mainly caused by solar energy or the heating
source. Many methods have been developed to re-
trieve spectra and perform CR. These methods were
proposed for remote sensing, airborne-type data anal-
ysis [10, 11], endmember-based algorithms [12] and
retrieval of emissivity and downwelling radiation by
using the spectral radiance of rocks [13]. The process
for ground-based hyperspectral imagery [6, 7, 14, 15]
is similar but involves close-range acquisitions. It has
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been extensively used in different applications, in-
cluding quality control in chemical reactions [16, 17],
raw material sorting in the tobacco industry [18],
investigation of anomalies in target detection [19],
checking of exhaust from diesel-fuelled turbine tech-
nologies [20] and geology [13]. Active-thermography
ground-based close-range imagery allows for the use
of a heating source in the place of any other source
(e.g. solar energy in airborne or remote sensing ap-
plications). The process of hyperspectral analysis is
similar in long- and close-range hyperspectral im-
agery, but the use of a heating source usually allows
for increased control on the experiment [21]. One of
the early studies on determining sample emissivity
was conducted by Salisbury et al. (1991) [22], who es-
timated the reflectance and transmittance spectra of
78 minerals in mid-wavelength infrared. The authors
calculated the effect of different particle size ranges
and the scattering effect. Thermal infrared for remote
sensing and Kirchhoff’s law were investigated for di-
rectional hemispherical reflectance and directional
emittance measurements of rock and soil in a labora-
tory [23]. Korb et al. (1996) calculated the radiance
(downwelling) and emissivity for a Fourier trans-
form infrared spectroradiometer (FTIR) for 3–5 µm
and 8–14 µm atmospheric windows [24], followed
by the development of the µFTIR system [25] and
laboratory technique for measurement and calibra-
tion [26] and for the emissivity and reflectance of soil
[27]. Gomez et al. (2008) also presented a partial
least-squares regression (PLSR) method for clay and
calcium carbonate content estimation at visible and
near-infrared (VNIR, 400–1200 nm) and shortwave
infrared (SWIR, 1200-2500 nm) for airborne hyper-
spectral measurements [28]. Malenovsky et al. (2013)
proposed a neural network-based CR for spruce leaf
chlorophyll content estimation [29]. The continuum-
removed absorption features used for predicting in
situ pasture quality adopted the standard first deriva-
tive reflectance (FDR), band depth (BD) and band
depth ratio (BDR) in airborne imaging spectrome-
ters [30]. Moreover, a continuum removal analysis
was performed in a previous study to estimate fo-
liage nitrogen concentration in HYMAP sensor data
by using modified partial-least squares (MPLS) [31].
Balick et al. (2009) [13] presented an emissivity re-
trieval method using field-portable imaging radio-
metric spectrometer technology mid-wave extended
(FIRST-MWE) and calculated atmospheric down-
welling spectral radiance. The research involved a

similar continuum removal method although the cal-
culation was for non-ground based spectroscopy.
The proposed approach modifies the Balick method
[13] by eliminating its dependency on the blackbody
spectra at surface temperature. Our approach in-
volves a series of experiments conducted using a
Telops Long Wave Infrared (LWIR) hyperspectral
camera in close range for small mineral grains. More-
over, the approach proposes another modification for
CR calculation by applying first-rank NMF instead
of the previously used spectral averaging or random
selection of spectra, thus increasing efficiency. The
remainder of the paper is organized as follows. Sec-
tion 2 provides information about the hyperspectral
infrared camera and targeted minerals. Section 3
presents the methodology and explains how con-
tinuum removal and segmentation are performed.
Section 4 describes the experimental and simulation
results. A short discussion is presented in Section 5,
and the conclusions and directions for future work
are provided in Section 6.

2. DATA

A. Sensor
The sensor used to make the measurements was a
lightweight FIRST hyper-camera imaging spectro-
radiometer (HYPER-CAM LW) [32] operating in
the long-wave infrared (LWIR) band (from 7.7 to
11.8µm). The sensor has a Stirling-cooled indium an-
timonide (InSb) focal plane array (FPA) that contains
320× 256 pixels. It has a spectral resolution of 0.25
cm−1. The spectral resolution of the spectrometer,

Table 1. A brief review of the characteristics of the
minerals investigated in this study.

 

 

Minerals 

 

 

Chemical formula 

 

 

Short Description  

 

Biotite K(Mg,Fe)2-3Al1-2Si2-3O10(OH,F)2  substantial group of dark mica minerals.  

Diopside MgCaSi2O6 Forms complete solid solution series with 

hedenbergite (FeCaSi2O6) and augite, and 

partial solid solutions with orthopyroxene 

and pigeonite.  

Epidote Ca2(Al2,Fe)(SiO4)(Si2O7)O(OH)  silicate mineral. 

Tourmaline ((Na, 

Ca)(Mg,Li,Al,Fe2+)3Al6(BO3)3Si6O18(O

H)4) 

boron silicate minerals compounded with 

element such as Al, Fe, Mg, Na, Li or K. 

Olivine (Mg+2, Fe+2)2 SiO4  

Pyrope Mg3 Al2 (SiO4)3 garnet group minerals. 

Quartz SiO2 the most abundant mineral in the Earth’s 

crust. 
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Fig. 1. The experimental setup is shown along with the binocular image of the samples and the scheme of
the experimental setup.

6 cm−1(∼ 0.0119µm at 7.7µm and ∼ 0 : 0465µm at
11.8 µm), provided 88 spectral bands. The spatial
extent of the scene was windowed to a small field
of view (FOV) to increase the temporal resolution.
The spectra were measured using a Fourier trans-
form spectrometer (FTS), and the hyper-camera
measured a complete spectrum for every pixel
using an LW macro 50 ×104µm lens providing an
instantaneous FOV of 0.35 mrad [32]. Measurements
were performed from a distance of 35 cm, which
provided a pixel footprint of 0.1 ×104µm. Figure
1 presents the experimental setup and binocular
images of the samples. A heating source was placed
in front of the samples (active thermography 1) and
provided heating energy during the experiment.
Image acquisition was continued after turning off
the heating source to achieve a gradual cooling effect

1Active thermography occurs once an energy source creates
thermal contrast for the specimens and background [33]. An
example of active thermography was provided in [34].

(several minutes). For optimal results, the grains
were attached to adhesive carbon-based tape, and
an Infragold plate was placed on the background.
Its reflectance assisted in removing the continuum
from the spectrum. The images were obtained
perpendicular to the mineral grains under uniform
heating by the source.

B. Grain samples and reference panels

The problem of spatial resolution was not an issue
because a magnification lens was used for the FOV
of the sensor. Figure 1 shows a photograph of the
minerals obtained with a binocular microscope and
the scheme of the experimental setup. Seven min-
eral grains (biotite, diopside, epidote, tourmaline,
pyrope, olivine and quartz) are presented in Table 1,
which provides a brief review of the minerals and
their chemical formulas. A square InfraGold® plate
(Labsphere, North Sutton, NH, USA) [35] was placed
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in the scene of the grains as a reference panel. Ac-
cording to the information provided by the manu-
facturer, the panel has a reflectivity of 92%˘96% for
104µmto16× 104µm wavelength radiation. For the
range of the FIRST camera, the spectral reflectance is
approximately between 96% and 97% by Duraflect®
coatings of 0.94–0.96 [35]. The emissivity of the panel
is very low, which makes it insensitive to tempera-
ture. The panel was placed in a perpendicular posi-
tion in front of the hyperspectral camera.

3. ANALYSIS

Here, the proposed method is presented by down-
welling radiance calculation, continuum removal
and Infragold and thermal image analyses using
Rank1 NMF (Figure 2 presents the flowchart of pro-
posed approach).

A. Downwelling radiance calculation
Following the protocols for accurate determination
of sample emissivity [24–26, 36] and considering the
modification of Balick et al. (2009) [13] while noting
that the distance between the samples and camera
is short, the downwelling spectral radiance (Li(λ))
in the atmospheric environment was calculated with
the equation

Li(λ) =
L∗(λ)− εBB(λ, Ts)

ρ
(1)

where L∗ is the measured spectral radiance of the
panel and BB(λ, Ts) is the spectra of the blackbody
at a surface temperature of Ts. ε and ρ are the emissiv-
ity and reflectivity of the panel, respectively [13]. In
ideal conditions, the surface temperature of the panel
and the measured temperature are similar. Consider-
ing that the specimen has a very low transmission of
infrared energy (∼ 0), then according to Kirchhoff’s
law [23, 37], 1 = ε + ρ. Thus, the aforementioned
equation can be rewritten based on the measured
spectral radiance.

L∗(λ) = εBB(λ, Ts) + (1− ε)Li(λ) (2)

The measured spectral radiance is a parameter that is
related to the emissivity of the panel and blackbody
spectral radiance.

B. Continuum removal
To calculate the reflectance spectrum that contains
no continuum, the measured spectral radiance of the

specimen was divided by the entire spectrum radi-
ated from the heating source (Fig. 3). The InfraGold®
plate was used to estimate the total radiance from
the source (or downwelling radiance Li) because it
ideally reflects ∼ 100% of the input radiance. Given
that these experiments strive to calculate the ground
spectra and control of the heat source is possible,
we performed image acquisition twice: once while
the heating source was switched on and once while
the heating source was switched off (7). Then, we
obtained L∗ON(λ) = εBB(λ, Ts) + (1− ε)LiON (λ)

L∗OFF(λ) = εBB(λ, Ts) + (1− ε)LiOFF(λ)
(3)

Considering that the temperature of the blackbody
with or without heating is the same, if we subtract
the two previous equations from each other. Then
the blackbody spectral radiance of the panel at the
surface temperature, BB(λ, Ts), and the emissivity of
the plate, ε, have the same value when the heating
source is in the circuit or out of the experiment. Thus,
the return radiance amount from the mineral grain
is given by

L∗ON(λ)− L∗OFF(λ) = (1− ε)(LiON (λ)− LiOFF(λ))
(4)

The reflectivity spectra of a factor that is indepen-
dent of the blackbody spectral radiance were then
calculated, and we obtained

ρ =
L∗ON(λ)− L∗OFF(λ)

LiON (λ)− LiOFF(λ)
(5)

This equation has reflectivity spectral radiance whose
continuum is already suppressed. Equation (6) repre-
sents the continuum removal for our ground-based
spectra that is solely dependent on the measured
spectral radiance from the surface of mineral grains
and the Infragold® plate. In the equation, LiON (λ)
and (LiOFF(λ) are having the pixel-scale dependency
of the downwelling spectral radiance.

C. Infragold and thermal image analysis using
Rank-1 NMF

Following Equation (6), the spectral radiance of
the Infragold® plate is needed to calculate the
downwelling spectral radiance Li (for LiON and
LiOFF). Since the Infragold® plate reflects the entire
radiance, we calculated a representative spectral
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Fig. 2. Flowchart which shows the proposed approach for the estimation of the downwelling radiance
among all the possible points. In the figure, W1 = Li(ON&OFF) represents the spectral of Infragold with
and without the heating source.

radiance to include in Equation (6). To measure the
spectral radiance, some pixel spectra in Infragold
were manually selected and used to calculate
downwelling radiance. Multifarious techniques,
such as random selection and spectra averaging, are
often adopted to achieve this purpose, but these
techniques are attenuated when faced with noise or
incorrect selection of the Infragold region. Random
selection of downwelling spectral radiance is not
an appropriate means of determining the spectra
because this method may select the wrong spectrum.
By contrast, spectral averaging is a more reasonable
means to estimate the spectra, but it is theoretically
insensitive to non-homogeneous spectral grouping.
For example, if the selected region of the Infragold®
plate extends beyond the plate itself, the averaging
might be influenced by the spectral radiance of
other regions. Several other approaches, such as
eigen decomposition methods, improve spectrum
selection [38, 39]. For example, principal component
analysis (PCA) [40, 41] is a popular method that
can select the principal component spectrum of a
selected region, but having negative values in its
calculation leads to an uncertainty in its application
in choosing the best representation of reconstructed
spectra (first basis vector). This problem is solved by
different modifications (such as [42]) or non-negative
matrix factorization (NMF) [43–45].

The approach presented in this study calculates

the aforementioned radiance (particularly for a non-
uniform heating source) by applying NMF. NMF
is a factor analysis method that provides an unsu-
pervised linear representation of the data similar to
PCA. However, by using non-negative coefficients in
the calculation of eigenvalues, the issue with PCA is
solved. NMF produces the basis from data represen-
tations and can be formulated using the following
optimization problem [46].

minW,H‖Li −WH‖F s.t. W ≥ 0, H ≥ 0 (6)

Li refers to all possible points of spectral radiance
in the Infragold plate while the heating source is
switched on and off, with the assumption that the
measured T in our data consists of N non-negative
scalar variables.

LN×M ≈WN×T HT×M (7)

W is an N × T matrix that includes the basis vec-
tors ~wt as its columns. Every measured vector is
shown by the same basis vectors. W has T basis vec-
tors and can be represented by "building blocks" of
the data having T-dimension. H denotes the coeffi-
cient matrix and explains the level of power for every
building block, where~̀ is a measurement vector. H
includes the coefficient vector corresponding to the
measurement vector~̀ , which produces a linear data
representation obtained from data factorization. W
contains the basis vectors that are needed to deter-
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Fig. 3. The spectral radiance from the source and
its reflection from the mineral grain is shown.
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Fig. 4. The IR-images were taken before (left-side
thermal images in each mineral(c,f)) and after
(right-side thermal images in each mineral (b,e))
heating the mineral grains. The binocular images
from the grains are also shown on left side of each
example (a,d).

mine the best representative of spectral radiance and
is even used for clustering [45, 47].

LN×M =



~̀ 1

~̀ 2

.

.

.

~̀ t


WN×T =



~w1

~w2

.

.

.

~wn


(8)

In the equation,~̀ 1 shows the first pixel spectrum
selected from the Infragold plate that has ~w1 basis
vectors corresponding to it. This case is used for the
extraction of the best spectral representative of the
Infragold plate (downwelling spectrum), ~w1. NMF
performs as a clustering method to group the spec-
tra in different categories (similar to [45]), whereas
Rank-1 NMF does not allow further grouping be-

cause it limits the clustering to abundant spectra
existing in the input data (ROI mainly consists of
the Infragold region). NMF through GD converts
the minimization problem to a first-order iterative
optimization algorithm which is one of the simplest
methods but clams to be a slow algorithm. It finds
the local minimum by applying gradient calculation
and its direction towards the minimization through
steps proportional to the negative gradient from the
current point. If Equation (7) is represented by G(w)
and wt represents the current observation point, then
the minimization wt+1 should be selected based on
wt+1 = wt − γG(wt), where γ is the step size and
G(wt) ≥ G(wt+1) [48]. This way is chosen because
the speed of algorithm was not an issue for this ap-
plication and there is mineral connetration in the
experimental results where the components of data
have necassarily nonnegative. NMF is still consid-
ered a linear method for non-negative approxima-
tion (standard NMF can be calculated by two opti-
mization algorithms: gradient-descent (GD) and non-
negative least squares (NNLS)) [42, 45, 49]. NNLS
is a constrained form of the least-squares problem
and applies a similar minimization strategy for the
minimization of NMF, considering the non-negative
constraints to control the coefficients. NMF is ap-
plied by NNLS to Equation (7), given a matrix W
and vectorized matrix Li. The goal is to solve the
Euclidean norm problem and ultimately perform
the mentioned minimization by the respect to the
Karush-Kuhn-Tucker (KKT) conditions [50, 51] by
the general form of multiple rigth-hand sides for
minWT>0|HTWT − Li|

2
F, which can be decoupled into

the coefficeint’s dimension with the single right-hand
side [51] (the general W update follows GD having
NNLS constraints).

D. Spectral comparison methods

Spectral angle mapper (SAM) is a method based on
the physical property of a spectrum. It provides fea-
tures for discrimination among spectra through an
error generated by the angle difference between two
vectors (target spectrum and its reference). SAM is
used for n-dimensional geometrical space and deter-
mines the dissimilarity between the unknown spec-
trum w and the reference spectrum r by using the
equation [52]
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Fig. 5. The similarity percentage of spectra while Infragold region wrongly selected based on the mis-
selection percentage is also mentioned.

ii
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iv

Fig. 6. Some examples of the continuum removed spectra of pyrope, and quartz in the 7.7 µm to 11.8µm
wavelength range are shown. The plot diagrams in each mineral depicts the spectra for the Infragold plate
and some spectra from the surface of the mineral while the heating source is On and Off. Spectral radiance
corresponding to the Infragold plate and three minerals space (quartz, biotite, and pyrope) are also shown
in i,ii,iii. The spectral of radiance the Infragold panel and spectral of Olivine before continuum removal
process are shown (iv). The downwelling radiance is calculated by subtracting these two spectra. The down-
welling spectra of the other minerals are shown using this subtraction and presented with the reference
spectra of the targeted mineral from the ASTER library.

α = cos−1

 ∑N
i=1 wiri[

∑N
i=1 w2

i

]1/2 [
∑N

i=1 r2
i

]1/2

 (9)

where N is the number of bands. For each pixel spec-
trum selected in the hyperspectral image cube, the
spectral angle reference spectrum calculates an error.
The radian values regarding every corresponding
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Table 2. The similarity percentage of the continuum removed approach in comparison with the reference
spectra from the ASTER/JPL spectral library is measured. Also the robustness of the approach is shown
applying additive noise.

 

 
Mineral 

 
Noise 

Method (%) 
NCC SAM 

Average NMFGD NMFNNLS Random selection Average NMFGD NMFNNLS Random selection 
 0% 90.3 89.9 86.8 90.1 72.3 71.9 69.9 72.2 

 1% 93.1 92.9 89.9 90.2 78.9 78.8 76.5 73.5 

Biotite 2% 89.3 89.3 85.2 75.1 70.9 70.9 68.3 51.2 

 5% 92.9 91.7 89.4 21.4 78.7 76.9 75.9 <1 

10% 89.2 78.5 83.2 6.3 70.9 59.2 64.7 <1 

20% 74.1 66.4 76.3 <1 62.2 49.8 59.8 <1 

 0% 72.2 72.8 74.3 71.8 57.5 58.3 60.8 56.9 

 1% 71.4 71.2 74.2 69.7 57.9 57.6 62.6 57.1 

Diopside 2% 71.8 72.5 75.4 64.5 57.8 58.6 62.7 49.4 

 5% 71.7 70.4 73.6 16.8 57.7 57.1 60.8 <1 

10% 71.5 56.2 71.5 <1 57.7 40.9 59.01 <1 

20% 68.4 51.1 69.2 <1 56.8 38.5 57.4 <1 

 0% 84.4 82.1 84.8 84.6 66.1 62.8 68.4 66.4 

 1% 85.3 85.7 87.7 82.8 63.5 63.9 67.2 61.6 

Epidote 2% 82.8 82.9 86.8 79.9 64.1 64.3 69.8 61.7 

 5% 84.3 84.7 83.9 4.8 65.9 65.5 67.2 <1 

10% 79.8 57.9 81.1 <1 62.7 39.7 63.9 <1 

20% 76.2 44.1 77.02 <1 61.4 28.02 61.8 <1 

 0% 52.6 51.9 53.4 52.1 38.5 33.2 32.9 32.9 

 1% 47.5 47.8 50.4 46.5 36.9 37.2 40.1 35.4 

Tourmaline 2% 47.4 48.1 51.1 43.2 36.9 37.4 39.7 35.2 

 5% 46.5 45.9 47.1 7.6 35.1 34.6 35.2 <1 

 10% 50.8 29.6 55.9 9.6 30.3 26.8 34.1 <1 

20% 45.7 12.1 52.8 <1 28.01 22.9 31.2 <1 

 0% 93.5  94.1 75.4 93.5 44.9 46.1 28.4 44.5 

 1% 93.9 93.9 86.6 88.4 54.8 56.1 41.5 51.8 

Pyrope 2% 92.7 93.4 85.9 75.2 55.8 56.5 43.1 48.3 

 5% 92.2 93.3 87.5 4.1 62.3 63.7 53.1 <1 

 10% 92.9 55.9 84.2 <1 56.2 33.3 45.1 <1 

20% 87.01 32.2 81.2 <1 52.2 28.2 42.1 <1 

 0% 84.9 84.9 80.8 84.7 64.9 64.6 56.8 64.5 

 1% 86.4 86.1 85.5 86.1 66.7 66.01 64.2 66.4 

Olivine 2% 87.6 88.2 87.2 75.5 68.3 69.1 65.7 53.9 

 5% 86.1 82.1 81.1 16.01 65.9 61.7 58.3 <1 

10% 86.1 28.1 81.1 <1 65.8 51.4 59.2 <1 

20% 80.9 21.5 80.4 <1 61.2 47.5 57.9 <1 

 0% 73.6 75.2 82.3 75.3 62.2 62.8 65 62.5 

 1% 70.4 69.6 80.7 66.5 61.9 61.7 65.9 58.7 

Quartz 2% 73.5 75.5 80.3 64.1 62.1 62.9 63.3 53.7 

 5% 68.6 63.4 77.1 11.6 63.7 57.5 66.8 <1 

 10% 69.7 50.5 73.3 11.8 61.5 38.8 60.3 <1 

 20% 64.2 47.9 70.6 5.8 57.3 28.1 57.8 <1 

pixel at the output of SAM represent the difference
in the spectral vector direction from that of the refer-
ence.
Normalized cross correlation (NCC) is a method to
determine the correlation between two spectral data.
NCC uses two types of entry: the data and their
reference. It uses a formula for r through substi-
tution–estimation of the covariances and variances

based on a sample in the formula. If the dataset
presented by ~wt includes N values and {r1, ...rN}
presents another dataset having N values, then the
formula for r is

NCC =
1
N

Σ
1

σwt σrRe f

(wtrRe f ). (10)



Letter Applied Optics 9

where N is the number of pixel spectrum in wt and
rRe f (wt and rRe f are normalized) and σwt and rRe f
are standard deviations of wt (data vector) and r
(reference spectra) sets, respectively.

4. RESULTS

A selected set of the spectra from the targeted miner-
als is given in Figure 6 along with the calculation of
downwelling spectral radiance for the selected miner-
als. The proposed approach presented two novelties,
namely, spectral (radiometric) information and statis-
tical analysis. The computational analysis of hyper-
spectral data from both perspectives are presented
here. The continuum-removed spectra using random
selection, averaging, NMF-GD and NMF-NNLS for
downwelling radiance are shown in Figures 6 i-iv. To
compare the different radiance calculated by differ-
ent methods, all radiance spectra are presented on
the same graphs. For a more quantitative assessment
of the spectra obtained by each method, a reference
spectral library was used, and the difference between
targeted and reference spectra was calculated. The
Advanced Space-borne Thermal Emission and Re-
flection Radiometer (ASTER) [53] library contains
the spectra of nearly 2000 types of soils, rocks, min-
erals, snow, water and artificial minerals. Several of
these spectra cover the wavelengths measured in this
study (0.4–14 µm). The spectral data for each mineral
cover visible, near-IR, mid-IR and thermal-IR wave-
lengths.
The difference between targeted and reference spec-
tra was obtained using NCC and SAM. The main
difficulties were related to using two different spec-
tral resolutions in the calculation, which was per-
formed by downsampling the high spectral resolu-
tion to a low resolution. Thus, NCC and SAM were
applied to the four continuum-removed spectra ob-
tained (spectral averaging, NMF-GD, NMF-NNLS
and random selection). The computation results are
presented in Figure 5 and Table 2 in percentages that
express the quantitative similarity of these spectra
with the reference spectra for additive noise (high
frequency controlled magnitude random signal) and
mis-selection of the Infragold plate, respectively. The
level of similarity was reduced by adding noise for
all of the methods, but random selection of spectra
showed the highest sensitivity against noise com-
pared with the three other methods. At a high level
of noise, NMF showed a robust behavior (with the
exception of pyrope and olivine). At a low level

of additive noise, NMF-NNLS showed considerably
higher robustness in the presence of noise for diop-
side, epidote, tourmaline and quartz, whereas in the
pyrope case, NMF-GD showed higher robustness
compared with the other methods. This result is due
to the minimal dependency of NNLS on the ampli-
tude of spectra in the calculation compared with the
other methods involving NMF-GD, averaging and
random selection of spectra (Figure 6). The signal-to-
noise Ratio (SNR) was calculated for this approach
by following the formulation

SNR =
µS

σN
(11)

where µS and σN are the average of the signal (spec-
tra) in the ROI region in the hyperspectral image and
the standard deviation of noise, respectively (Figure
7 shows the graph of SNR when the additive noise
level increases). Spectral averaging showed higher
similarity with the reference spectra for biotite and
olivine because of the higher reflectance of these min-
erals compared with the other minerals (Table 2). In
general, SAM produced a lower similarity percent-
age compared with NCC, but the similarity trend was
nearly the same. Figure 5 shows the similarity per-
centage when the Infragold ROI includes other parts
of the hyperspectral image (this region was added
by additive pixel-spectral percentage). The results
presented in Figure 5 reveal the higher robustness
of averaging compared with random selection and
the higher similarity measure for NMF compared
with the two other methods (with the exception of
3% where the similarity of averaging is higher than
that of NMF-GD).

The computation complexity (in seconds) of these

Table 3. Comparative accuracy of the proposed
approach is shown with PLSR.

 

 
Average NCC 

 
Comparative accuracy  

PLSR Random 
selection 

Averaging NMFGD NMFNNLS 

Biotite 63.2 90.1 90.3 89.9 86.8 

Diopside 61.2 71.8 72.2 72.8 74.3 

Epidote 68.8 84.6 84.4 82.1 84.8 

Tourmaline 44.7 52.6 51.9 53.4 52.1 

Pyrope 90.1 93.5 93.5  94.1 75.4 

Olivine 69.6 84.7 84.9 84.9 80.8 

Quartz 70.7 75.3 73.6 75.2 82.3 
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calculations is presented in Table 4. NMF-GD and
NMF-NNLS calculations proceeded for 1000 and 200
iterations, respectively. The computation of these al-
gorithms was about 20 times more demanding than
that of the algorithms for random and average se-
lection of radiance. NMF-NNLS showed a higher
computational complexity than NMF-GD, thus indi-
cating the difference between a first-order iterative
optimization algorithm and a constrained version of
the least-squares problem, which is equivalent to a
quadratic programming problem [54]. The average
accuracy of the proposed approach was compared
with that of previous methods (PLSR) [28, 31], as
shown in Table 3. For each method, continuum re-
moval was calculated and compared using NCC to
its corresponding spectra in ASTER/JPL. To calcu-
late the continuum removal using PLSR, the spec-
tral radiance with heating source was used to es-
timate the continuum. The results of the compar-
ison indicated that the proposed approach (using
spectral radiance without a heating source) has a
high average accuracy in suppressing the spectral
continuum from spectra (ACC) is: ACCNMFGD =
78.9%, ACCNMFNNLS = 76.7%, ACCAveraging =
78.6%, ACCRandom = 78.8%, ACCPLSR = 66.9%) [55].

5. DISCUSSION

The presented approach proposes a new modifica-
tion of the continuum removal technique for ground-
based hyperspectral imagery. The method facilitates
the calculation of continuum removal for hyperspec-
tral image acquisitions with and without a heating
source. This feature alleviates the difficulty of the

Table 4. The computational time (CPU time) is
shown for each part of the method for around 1000
pixels of Infragold plate.

 

 
 

Mineral 

 

Computational Complexity 
 

Averaging NMFGD NMFNNLS Random 

Biotite 0.2 0.79 1.18 0.28 

Diopside 0.18 0.68 1.31 0.28 

Epidote 0.18 0.98 1.33 0.26 

Tourmaline 0.18 0.62 1.32 0.26 

Pyrope 0.16 0.60 1.21 0.23 

Olivine 0.17 0.76 1.11 0.23 

Quartz 0.19 0.79 1.12 0.24 
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Fig. 7. Signal to noise ratio along with similarity
level of continuum removed to ASTER/JPL spec-
tral library are shown.

process by suppressing the blackbody temperature
on the panel’s surface. An experiment was con-
ducted within the 7.7µm to 11.8µm LWIR wavelength
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range using a FIRST FTIR LW hyperspectral camera
of Telops. Another novelty of this approach is related
to applying NMF analysis to downwelling radiance.
The proposed algorithm uses Rank-1 NMF to deter-
mine the downwelling radiance and ensures the best
basis radiance selection. The application of NMF in
comparison with other linear Eigen decomposition
methods (e.g. PCA [41]) showed better basis repre-
sentative calculation due to non-negative coefficients
in the process [44]. Negative coefficients indicate the
relationships among some of the bases that occurs
in eigen decomposition approaches, such as PCA.
In addition, Rank-1 NMF represents the basis cor-
responding to the heat matrix in the factorization
process, which is a guarantee for obtaining a better
representative of the input data (downwelling radi-
ance set) [45]. The standard NMF optimized by GD
and NNLS algorithms were tested for the evaluation
of the performance of Rank-1 NMF calculation from
downwelling radiance through each of these algo-
rithms. These results were in agreement with those
obtained using the averaging and random selection
of spectra. The use of random spectrum selection
from the Infragold® panels provided a sensitive ra-
diance that did not reliably denote the downwelling
radiance. Furthermore, incorrect selection of the In-
fragold® panel (in the image) for spectrum calcu-
lation is another potential source of error that may
influence the calculation. The application of NMF
provided a solution and led to enhanced robustness
in the presence of such complications.

The comparison of continuum-removed radiance
with ASTER spectra as a reference through NCC
provided an estimate of the similarity level. The
results indicated that continuum-removed radiance
was highly consistent with the reference spectra. The
NNLS algorithm showed higher similarity compared
with the GD algorithm. This result indicates the
difference between a constrained least-squares al-
gorithm (in NNLS) and local minimum calculation
in the GD algorithm, which resulted in a better re-
sponse of NNLS to amplitude variations compared
with the GD algorithm. However, the computational
complexity of the GD calculation was lower than that
of NNLS.

6. CONCLUSIONS

The approach proposed is a modification of the con-
tinuum removal process of spectral radiance for
ground-based spectroscopy. It alleviates the calcu-

lation of the blackbody temperature on the panel’s
surface by conducting the acquisition before and af-
ter heating the samples. The calculation was ver-
ified by using data generated from an experiment
conducted within the 7.7µm to 11.8µm LWIR wave-
length range using a FIRST FTIR LW hyperspectral
camera of Telops. Subsequent calculations of contin-
uum removal were also modified by an estimation
of the downwelling spectral radiance using NMF
optimized by GD and NNLS. The result was then
compared with the results obtained using spectral
averaging and random selection of spectra in the
presence of 1%˘20% additive noise. The similarity
percentage of the continuum-removed spectra with
each method was compared with the spectra of the
minerals from the ASTER spectral library by using
SAM and NCC. The method was also subjected to
2%˘15% wrong pixel spectrum selection of Infragold,
and its similarity percentage was measured by SAM
and NCC. The results showed a higher similarity
value when NMF is used compared with the situ-
ation when the other approaches are utilized. In
general, NMF-NNLS showed more robustness to
noise in comparison with NMF-GD, averaging and
random selection. The computation complexity of
the proposed algorithms may be affected by other
possible artifacts (e.g. inaccurate selection of refer-
ence radiance spectra). A cross-validation method to
determine the number of iterations involved when
applying NNLS and GD can be a subject for future
work. Moreover, NMF can be employed with semi-
optimized NMF using GD, NNLS or non-negative
quadratic programing rules, which may improve the
NMF calculation and its possible sensitivity to spec-
tral radiance calculation.
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